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MULTI LIGHT IMAGE COLLECTIONS

* Fixed camera/varying lights
* Popular capture setting for shape/reflectance analysis
* Photometric stereo
 BRDF estimation (known shape)
* Visualization, e.g. offline (interactive) image based rendering with
novel light conditions
* Material analysis and segmentation




MULTI LIGHT IMAGE COLLECTIONS

* Fixed camera/varying lights
* Popular capture setting for shape/reflectance analysis
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HOW TO ACQUIRE?

e Several practical setups in applicative contexts

* Two main choices
* Handheld/freely movable light

Handheld Fixed B|a|_'lih glossy Al_url;niLgiu? frame (different sizes)
" 4 light source camera sphere mbertian coating
* Fixed dome solutions 5 - |
@
- 3D printed sphere
sup';urt . !
-

(a) Setup (b} Scene

Figure 4: Field setup
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FREEFORM ACQUISITION
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MLIC AND BTF/BRDF CAPTURE

e MLIC capture only BRDF “slices”

e But have several practical applications
* Cultural Heritage

* Industry

* Medical
* Environment

e And peculiar issues to be solved that should be addressed

e We will se some of these issues
» (alibration

* |mage based rendering/relighting
* Robust reflectance fitting/photometric stereo



CAPTURED DATA

* N images with associated light directions

e For each pixel we get samples of a reflectance function (BRDF
slice). We call this sampling “Appearance Profile”

* Setups capturing multiple views or rotating stages, adding
possibly 3D scans can be used to derive full BTF information

e We will not address the processing of more complex data
* We focus on issues of practical use of single view MLIC

... (N images)



PROCESSING PIPELINE

> Visualization
mege | D> |
E
Stack ncoding
Model

fitting
(1) Acquisition (3) Encoding %

* Setup choice * Images + light
info Material
(2) Calibration and geometrical
Radiometric features
®* Geometric (Lens +
extrinsics) (4) Interpretation
® Light direction .

Loht Intensit Relighting
i | ntensi
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* Material characterization



CALIBRATION

Not easy in practical settings

For our applications we assume known light (frequency,
intensity, direction). But how can we know it?
Simplifying hypotheses

* (onstant light direction (false)

 Constant intensity (false)

* Point light (false)

* Known spot light shape (difficult)

e Ortographic view (false)

Most Photometric Stereo frameworks assume directional or
point light, ortographic view [Ackermann 2015]



LIGHT DIRECTION ESTIMATION

Solutions

* BlacR reflective spheres
* Lambertian spheres

* Lambertian planar target

e Other (e.g. shadows)
Detection of spheres masks

* Circular if we assume ortographic
view

e Elliptic in general

Highlight easily segmented

Formulas to link highlight position

and light direction

Multiple spheres of known size

gives possible point light location




EXPERIMENTAL EVIDENCE

* Large differences in light directions
estimated on different spheres

* Constant approximation gives large
errors for commonly used light
sources [SPIE 2015

* Two solutions
* Accurate light beam modelling

* Interpolation 04 i = Constant
0,35 - Barycentric interpolation
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LIGHT BEAM MODELLING

* Es. Pintus et al. 2016
* Estimate light function given white planar targets

I(iw) = p(w) = . “’3'.} (I (i, w)- A (w))
* Spotlight model

d(i,w)”
L(i.w) = Lo (f(.f._wj .ﬁ(.;j,)””

* Solution by estimating axis per image, refining globally on the image
set to obtain L, and m

* |deally it is possible to measure light source properties
* e.g. capturing multiple images at different distance and
interpolating

* Not widely used



CALIBRATION WITHOUT LIGHT MODEL

We can neglect the use of a light model and correct the image
making the illumination at each pixel location uniform

Valid only on a plane, we should assume to acquire shapes
only quite close to that plane

Can correct both light inhomogeneities and lens vignetting

Freehand acquisition:

* Put Lambertian targets on the same plane around the object to be
captured (e.g. a plane)

* Interpolate the "white” background over the whole image

 Normalize pixel values by mapping the corresponding white level to
a reference value

Dome acquisition

* Pre-acquire calibration targets to determine the illumination
everywhere in the “acquisition plane”



DIRECT PLANAR/TARGET BASED CORRECTION

* Freehand acquisition: correctly equalized with frame
* We need to assume that the acquired object is approximately on
the plane

(a) (b) (c)
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FREEFORM CALIBRATION
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USE OF MLIC: REFLECTANGE FUNCTIONS
FITTING AND RELIGHTABLE IMAGES

e The typical Cultural Heritage use of MLIC consists of

§enerating relightable images by fitting simple reflectance
unctions over AP data

 Typical solutions: Polynomial Texture Maps, Hemispherical

Harmonics

e FrameworR called typically “Reflectance Transformation

maging” (RTI)

e http://culturalheritageimaging.org/Technologies/RTI/

L




POLYNOMIAL TEXTURE MAPS

e PTM [Malzebender 2001] fit of polynomial function over AP
data Luyv;l,l )= ag(u,v)fuz + al(u,v)fvz +

a>(u,v)l I +ay(u,v)l +a,uv)l +as(u,v)

* Coefficients stored, compressed, into “relightable image files”
and visualized mteractwely (RTI viewer)
e Widely used estimation plpelme (RTI builder)

LYK= [ X RN TN
.
\’
S L
T
e e

o"- -r'-
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HEMISPHERICAL HARMONICS

(a) 1Y k
| (c) HY ! ;

(d) H|

e PTM almost completely
destroy the specular
component and any high
frequency behavior

 Better solutions?
* Higher order polynomials, o
* Hemispherical Harmonics

(Gautron 2004) alternative
set of basis functions on
the unit sphere that are

particularly aimed at non- © 5
negative function values.

 Functions typically

expressed in terms of ©,®
elevation and azimuth

(h) #:



H; =HMi=

Order 1:
H. é, ¢a
Order 2:

H; Hq‘;
Hy(0,9) =
Order 3:
Hs(0,¢) =
Hs(0,¢) =

H (

0,¢) =

HEMISPHERICAL HARMUNICS

((I+1)l=m)+1; Order = (I+1) :

1/4/(2x) (a>H
= 1/(6/) (cos(¢)/(cos(8) —cos (8)*))
V(3/(27)) (=1 +2cos(0))
\f_ﬁf:r sin( \/fcos{é') cos (6‘)2))
(b)H (d) H|

\/(30/7) (cos(2¢ [ cos(8) + cos (0)*))
\/(30/x) (cos(@) (=1 + 2 cos(@))

\/(cos(8) — cos (5') ))
= /(5/(2x)) (1 - fmos( ) + 6.cos (6)*) i 0 52 (@) 1
= 1/(30/z) (sin(¢) (=1 + 2 cos(6) )

\/( cos(#) — cos (9) ))
\/(30/z) ((—=cos(8) + cos (0)*) sin(24))

(h) 7,



HEMISPHERICAL HARMUNICS

Order 4:
Hm(ﬂ 9‘5) ’J\/(SSIH) c05(3¢)(305( ) ::os(gﬁ)m

Hi1 (0, ¢) = 1/(210/x) cos(2¢)

(=1 +2cos(8))(—cos(8) + ::DS(H]) A
Hp (0.¢) = \/("’U:r) cos( )\f(cc:-s{é') CDS(H))

(1- 5205{ )+5t:05(6')

)
Hy3 (0. ¢) = \/(7/(27)) (=1 + 12 cos(8) — 30

cos (6)° +H0r:t:-5 (0)° )
Hi4(0.¢) = \/_”U:r ) sin( V’fcos(é?) — COoS (9]3)
(1- SCDS{H) + 5cos (8)*)

His (0,¢) = 1/(210/z) (=1 + 2 cos(8)) (- cos(8)+ (2) 12

cos (0)*) sin(2¢)
Hs (H qﬁ) ’J\/SSIE) 5111(3@‘:)(::05[ ) — cos (0)* ) }

(h) 7,




FITTING FUNCTIONS

cam 5 112 LED
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cam ,
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ACQUISITION

* From G. Pitard

MODELLING

Pitard, G., Le Goic, G., Mansouri, A. et al. Discrete Modal
Decomposition: a new approach for the reflectance modeling and

rendering of real surfaces Machine Vision and Applications (2017) 28:

607
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RELIGHTING

e Storing the PTM/HSH coefficients per pixel, we can create
relightable images, and given light direction components, or
elevation and azimuth, we can directly estimate pixel color

e Common simplification: store coefficients only for luminance
and store constant per pixel chromaticity

e Quite popular in Cultural Heritage, but
* Only 2 order PTM (6 coefficients) 3-rarely 4 order HSH (9 or 16
coefficients), with poor/no calibration

* Poor behavior for specular materials
* Best function? Unclear: depends on data...



* Are we seeing real details?

09/09/18

)

RELIGHTING QUALITY?
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BEST FUNCTION?

(a) (b)

* Pitard et al. 2017 '™ e
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DIRECT RELIGHTING

* Interpolation of appearance profile to get arbitrary relighting

e Simple method: Radial Basis Functions
* Local interpolation may avoid effects of “distant” light directions,
shadows or highlights

* Without simplifications, not suitable for online interactive relighting




DIRECT RELIGHTING

e (a)(b)(c): Direct relightigting with R=0.1,0.3,0.6 of a MLIC
capture of a bronze statue. (d) PTM relighting

7 Y |

(d)



QUALITY EVALUATION

* Improved relightin
quality both according
to objective and
subjective
measurements

e Relighting quality may
depend on materials
and perceived quality
may depend on user
tasks

Pintus, Dulecha, Jaspe Villanueva,
Giachetti, Ciortan, Gobbetti
Objective and Subjective Evaluation
of Virtual Relighting from

Reflectance Transformation Imaging

Data Proc. GCH 2018
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DIRECT VISUALIZATION

* Improved relighting quality both according to objective and
subjective measurements

e Re i%hting quality may depend on materials and perceived
quality may depend on user tasks (GCH 2018)

* Leave one out relighting compared with original images on a

set of about 50 images
* Similarity measured with PSNR or SSIM

PSNR

Method Coinl Coin2 Lamina Shell

Avg, | Med. | 1stQr | 3rd Qr. | Avg. | Med. | IstQr | 3rd Qr. | Avg. | Med. | 1st Qr | 3rd Qr. | Avg. | Med. | Ist Qr | 3rd Qr.
PTM (2096 | 2237 | 1714 | 2556 | 2243|2371 | 19.85 | 2560 | 2027 | 1967 | 1603 | 2426 (2453|2478 | 21.77 | 27.50
HSH (2292|2301 | 2137 26.0 | 2367|2400 2207 | 2611 | 2126|2099 | 1663 | 2544 [ 26.600 | 26.68 | 24.41 | 29.51

REF |23.74 | 2483 | 2199 | 27.22 | 24.35| 25.01 | 22.37 | 2696 | 2245 |21.01 | 16.88 | 27.90 | 2548 [ 24.23 | 21.61 | 29.82

SSIM

Method Coinl Coin2 Lamina Shell

Avg. [Med. | 1st Qr | 3rd Qr. [ Avg. | Med. | 1st Qr| 3rd Qr. | Avg. | Med. | Ist Qr | 3rd Qr. | Avg. | Med. | 1st Qr | 3rd Qr.
PTM | 061 [ 064 | 049 | 068 [0.70 | 073 | 0.65 0.75 1061|059 | 050 | 071 |0.81] 083 ] 0.75 0.89
HSH | 0.66 | 0.68 | 0.61 075 [ 075] 076 0.71 0.80 | 0.61 | 064 | 0.53 072 | 085 | 087 | 0.82 | 091
RBF [077 082 070 | 087 (081 | 084 | 076 | 0.88 [ 0.78 [ 0.80 | 0.72 | 0.88 [0.81 | 083 | 0.72 | 093




USER DIFFERENCES

* Two tests: similarity to reference image and no-reference
quality perception

e Cultural Heritage experts in some cases prefer PTM in no-
reference comparison for the matte appearance

1 Global scores vs Role - Test 1 1 Global Scores vs Role - Test 2

CIPT™

B o

0.8+ -RBF 1 0.8 -RBF
5 0.6/ I

- Sl m

0.4} | 0.4/
0.2} ] 0.2¢
0

Experts Non Experts Experts Non Experts



Score

MATERIAL DIFFERENCES

* Preferred relighting method depends also on material/object
* In extremely specular object a “matte” rendering can be
oreferred

Global scores vs Object - Test 1 Global scores vs Object - Test 2

1
L IPTM [ IPTM
I HSH I HSH
0.8} I RBF | | 0.8 I RBF
0.6 1 0.6
o
o
O
m —
0.4+t ] 1 0.4} _
0.2} H H o2} H
0 H 0
Coinl Coin2 Lamina Shell Coinl Coin2 Lamina Shell
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COMPRESSED RBF RELIGHTING

e Ponchio et al. 2018
* Compress AP info using PCA

Y -5 <

plx,y, 1) = Zm'{x- i) exp = = Z;J.-'II- y)gi (1)
=1 =1
>

M

[
N ]
plx,y) = p+ Z ap(x,y)B; plx.yl) = Z'?E'i{” (F:‘ + ) a; il H}Bi,k)
-1 i=1 k=1
! N M N
= > ¢ilpi+ ) ai(xy) > $i)Bis
1 k=1 1
N
AL wo) = > il
ple,y.1) = woll) + > ai(x, y)wi(l) =
k=1 N



COMPRESSED RBF VS PTM ONLINE RELIGHT
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NOTES

e Weights can be precomputed if we assume that light
directions are constant across the image

 Another idea proposed in the paper is to resample input light
direction in a fixed set, and use bilinear interpolation

e We can also compare the basis obtained from different
datasets in the resampled direction space

e
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Figure 3: Image quality (PSNR,RMSE) vs size (kB) for different representations and different datasets. For the YCC methods
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the number X.Y reported in the graphs, indicate the number of luminance and chroma coefficients, respectively.
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PHOTOMETRIC STEREO

Coefficients of fitted functions can be linked to surface
normals, assuming links between the functions and reflectance
models (BRDF slices)

This is commonly used for the 3D reconstruction method
called Photometric Stereo

Classic fitting funtion/reflectance model is simply Lambertian,
assuming parallel projection

L(i,j)=al(i,j)mi,j)

Classically soved via Least Squares given the MLIC with N
Images
Materials are not actually Lambertian

We could use more complex BRDF functions
* More parameters, more images needed for the solution

 But there are many practical problems



BETTER MODEL OR BETTER FIT?

e More complex parametric models tested in the literature
* Es. Isotropic Ward model (Goldman 2004)

* Improvements on benchmarks, but may not be large on real images
* Light direction sampling is sparse

* Light sources distances in Ix,ly space are large compared with the
wavelength of specular effects

* And accuracy of light direction estimation poor
* We have seen this in the acquisition notes

e And the view direction is far from being parallel

* And there are a lot of outliers also for “accurate” local reflectance
models

Global illumination:; shadows, interreflections

* |deally we should write functions including the pixelwise view
direction, calibrating it over the image




ROBUST PHOTOMETRIC STEREO

* These sources of error make reflectance estimate from images
quite hard (and not actually solved)

e But for Photometric Stereo we can adopt a different solution:

* Consider a simple reflectance model (e.g. Lambertian), fitting well
the real behavior in most of the light directions’ space

* Discard “outliers” from the parameters estimation at each pixel
location

 This is the most popular/effective solution
* But how to select inliers/discard outliers?
Robust fitting methods
« Trimmed fit (remove high/low intensity values)
« Low-Rank Matrix Completion and Recovery (Wu et al 2010)
* Least Median of Squares (Drew et al. 2012)

Increased computational complexity



LEAST MEDIAN OF SQUARES

Standard Least Median of Squares

o) Input:
¢ Ensures UP to SOA) - AP: appearance profile

breakdOwn pOint (half - €: fraction of outliers

: - P: probability of picking at least an inlier subset
Input measurements Output: Solution S

can be outliers) begin
C t ber of trials nTrials(€,P)
* Proved to be capable ;o mpute number of frias
to prOVIde exce lent sAP, = Random sampling of an AP’s subset of

p cardinality
Compute fitting coefficients from sAP,

results for

PhOtOmEtriC Stereo Compute fitting coefficients from elements with
: the best half residuals (Refinement)
and RTI ﬁttlng Evaluate the median residual M; = med r?

Update solution S if M, is less than current min-
imal residual

while J < nTrials

Compute inliers for S with 2 < (2.56)*

Compute final fit S using all the inliers

return S




SPEEDING UP ROBUST ESTIMATION

e Exploiting spatial
coherence (Pintus
2017)

Input:
- AParray: nxm 2D-array of appearance profiles
- M: number of sparse seed pixels
Output: nxm 2D-array of fitting coefficients
begin
Compute similarity map of 7
Select a sparse set of M seed pixels S

for pixel p € S do in parallel
| Compute fitting coefficients with th, = 0 and uniform weights

Compute the residual threshold th = avg (r, +2.5 Gp)z
P

do
Select candidate pixel set C

for pixel c € C do in parallel
Compute fitting coefficients with th. = th and weights from the most similar, already processed, neighbor
of ¢

while C is not empty;
return nxm 2D-array of fitting coefficients




SPEEDING UP ROBUST ESTIMATION

e Results

 Relevant speedup of the
estimation

 Quality preserved
e OK for PTM evaluation

Guided Least Median of Squares
Input:

- AP: appearance profile

- wA P: appearance profile weights

- th: residual threshold

- €: fraction of outliers

- P: probability of picking at least an inlier subset
Output: Solution §

begin
Compute number of trials nTrials(€, P)
Dataset Time # Solve Avg. Med. lst QJr Ird Qr. Speed-up d
Ball TE/Zs | Z.OMIZZK | ZA0WZ1 ER TN L5 & TR — T4 0 ) ) )
Cat 8305 | TIMOASK | 64MnT 5.7/5.4 ENTEE TH/E6 -~ L sA R” = Wei ghted random Sﬂl'[lpllllg of an AP’s
Fotl 1025175 | 9 IMHAEIE | 780 53600 1334 E7101 - ldx . . .
Bear 77507 | b.6MMGIK | 5.3/55 4.204.4 1526 .70 - 1 su bSE'E of P L‘al‘dl I]ﬂllt}"
FolZ SOz | 5.6MGATR | TIE127 | 97 55050 NN 7% . .
Buddha | 8.3sMl7s | 7.IMA49K | 9004 | 7577 | 4546 | 109120 | ~lIx Computa ﬁttlﬂg coefficients from SAPF
Gablet | 4.7s/lhs | 4. IMOASTE | 1297143 | TLEILS | 6871 16 7/20.0 ~hx C fitti ffici f | ith
Feading | 4.5:M7z | 4. AMAGIE | 128133 | 7074 ENTEN 477161 7% Dmpﬂtﬁ ttlﬂg coelficients from elements wit
Cony d4sil 1z | 4 IMTIIK | 213240 | 219261 | 134149 | 2334 by :
Harvest | 93s/ifim | SEM/LOM | 2437252 | 185196 | BAVES | H5/359 ez the best half residuals (Rﬂﬁﬂﬂﬂlﬂl’lt)

Evaluate the median residual M; — med rf’
I

Update solution § if M, is less than current min-
imal residual

while (J < nTrials) or (M; <th)

Compute inliers for § with 77 < (2.50‘)2

Compute final fit S using all the inliers

return S




NEURAL NETWORKS?

* Yes: shallow networks instead of fitting functions
* Ren et al. 2015

e Light transport modelled assuming light source on a plane

LLLLL

Reference Reconstruction  5x Difference

e Or Convolutional Neural Networks..



NEURAL NETWORKS?

Yes, CNN based relighting
* Xu et al. 2018: RelightNet

F Fully conmested + Tanh 3 CorvoluSon {10 kamel, stride )+ By + Bel )
. Featum map noted with dhannelnumber 3] Comvolufion {3 kermed, stricke 1)+ B8 + Bl U
[ Featum wctornated with wectorlength 3] Deconwalusion (i ke, syide 2) + BN + Rell)

id) Novel lighti - [[] Featureman by filing 2 feature vector 1B Comvoiuton (223 ke, svice 1)+ Sigmaid
g "g ibSlulerh |_| Featupes from skip links

: snft-cmx{{IPW'.i !
{(lj, ) | j = 1,2,....m} : I P ey | o= L2, k)
= W | :

mx ktrainable weight matric

sassma Ty asmm T e Ty Ty

(a) Dense input samples ib}SampIe—NetiSec.32} (c) Sparse input samples [E'_i Rdlght NetA[SEq: kN (f) Relit output



RELIGHT NET (XU ET AL. 2018)

* Fixed input light directions

e Two coupled networks
* To learn relighting from sparse samples
* To learn optimal sampling
 Two different architectures proposed

F Fuilly conmected + Tanh 3 ComveoluSon {10 kamel, stride 2)+ BN + Bel U
. Feature map noted with channelnumber 8] CormeoluSon (3x kermed, stride 1)+ B8 +Rell)
. Feature weciornofed with wcior length 3 Deconwbusion (30 keme] stide 2 + 88 + Bell)
@ Novelighing [@n] —7 0 fepesmmptyfigsistim et B Combuton (38 bond, e 1)+ St
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RELIGHTNET

* Impressive results
e Limitations
* Directional lights
* Fixed input

Ground Truth



DIFFERENT BEHAVIOR

* From Xu et al. 2018
* Comparison with direct interpolation

e Different kind of artifacts
 But clearly artifacts




PHOTOMETRIC STEREQ WITH NN

Shadow layer Fully connected layers

lH-—O
my ADO

e Already proposed in the 90s
e Recent approach per pixel
(Santo et al 2017)
e Per pixel prediction with shadow
layer
e Random dropout

?
I

Measurement vector

»— O

° GOOd rESUItS zcr ;ﬁiﬂﬁlﬁﬁRcLU,Dmpom
e Limitations ( tralnm%/testlng with | Deme 2018y ReL, Dopo
same directional i g gggggggg?aaiaiwinﬁﬁﬁi

Table 2. Comparison with benchmark [21].

ball cat potl | bear [buddha| cow | goblet |harvest| pot2 |reading| AVG.

Proposed 3.44 | 721 [ 790 | 7.20 [ 1330 ] 849 | 1235 17.47 | 10.30
Proposed W/ SL 654 | 705 | 631 | 1268 [ 801 [ 11.28 1551 | 9.41
ST14 6.12 | 651 | 612 [ 1060 [ 13.93 | 10.09 13.63 | 10.30
IAl4 1334 | 674 | 6.64 | 7.11 | 10.47 [ 13.05 [ 9.71 14.19 | 10.60
WG10 673 | 718 | 6.50 [ 10.91 [ 25.89 | 15.70 1539 | 13.35
AZ0O8 271 | 653 | 723 | 596 | 12.54 | 21.48 | 13.93 14.17 | 12.61
HMI0 355 | 840 | 1085 11.48 ] 13.05 | 14.95 | 14.89 371682 | 13.22
W12 254 | 721 [ 774 | 732 [ 1111 [ 2590 ] 16.25 1617 [ 13.74
STI12 13.58 | 1234 [ 1037 | 1944 [ 1837 | 7.62 | 17.80 9.84 | 17.17 | 14.58
GC10 321 | 822 | 853 | 662 | 1485 | 9.55 | 14.22 19.07 | 12.00
BASELINE 410 | 841 | 889 | 839 | 1492 [ 2560 [ 18.50 19.80 | 15.39




PS-FCN (CHEN ET AL 2018}

* Idea: siamese networks plus max pooling, then regression

\

f [ conv+LRelU [ Conv (strde-2) + LReLU

[ pecon lo Lighting direction
| B /@ @@ A A
A ﬂj e

> fdax-pooling L |
Comg Conwd Coonn 10 Convll L2-Norm
12 Ex3nd LiBxdx3d  bdxdnd Fa3x3
[ ! Eﬁl|I

/ Conud Comed  Comes  Conwe  Conw?
9 ! it 128x3xd 2560303 25603x3  128x3xd  128xdad
| B3 128 3x3

\

\

j L I 1 ]
T I I

Shared-weight Feature Extractor Fusion Layer Mormal Regression Network

Fig. 3: Network architecture of PS-FCN.




PS-FCN (CHEN ET AL 2018}

Method ‘ ball cat potl bear pot2 buddha goblet reading cow ][1:11‘\-’&51’.‘ Ave.

® GOOd resu ItS (bUt L2 [i] 410 841 889 839 1465 14.92 1850 19.80 2560 N301627 15.39
AZ08 |14] 2.71 653 723 5.96 11.03 1254 13.93 14.17 2148 30.50 12.61

many methods WG10 [17] 206 6.73 7.8 6.50 1312 10.91 15.70 15.39 | 25.89 30.01 | 13.35

A . . 1A 14 |23] 3.34 6.74 6.64 T.11 877 1047 971 14.19 13.05 25.95 | 10.60

rOV|de SI m l Ia r ST14 |22 1.74 6.12 6.51 6.12 878 10.60 10.09 13.63 13.93 2544 | 10.30

p DPSN |8] 202 654 705 631 T7.86 1268 11.28 1551 8.01 16.86 | 9.41
Ones aISO rObUSt PS-FCN (B+4+5432, 16)| 3.31 7.64 814 747 822 876 081 14.09 878 1748 | 9.37

) PS-FCN (B+S5+32, 96)| 2.82 6.16 7.13 7.55 7.25 7.91 8.60 13.33 7.33 15.85 | 8.39

fit)
e Good for
uncalibrated PS

Objects G'T Normal Ours Est. & Error Map DPSN Est. & Error Map




ENHANGED RENDERING

* MLIC can be used not only for relighting, but also for enhanced
rendering, e.g

* Improved edge detection
* E.g. using fitting coefficients and gradient functions
¢ Or simple differencing on few images

* Enhanced shading, eg. Fattal et al 2007
* Few images, based on filtering and heuristics

......

Input: 2 MLIC Images Our Results: Enhanced Shape and Surface Detail



ENHANGED RENDERING

* Palma et al. for example proposed image enhancement
methods using multiple image information to create a single

enhanced image
* es. Dynamic/static multilight enhancement




MATERIAL SEGMENTATION

e MLIC can be used also to analyze materials
e Knowing normals, BRDF estimation can be performed
* In general we can exploit the larger amount of information
iven by the multiple images to improve segmentation results,
or example
* e.g. Wang et al. 2009
 Use of HSH coefficients as
pixel descriptors
But with local normal info

Wang, O., Gunawardane, P, Scher, S., ‘K
Davis, J. (2009). Material classification using
BRDF slices.




Giachetti, A.; et al. "Light calibration.and

quality ‘assessment methods for
Reflectance Transformation Imaging
applied to artworks analysis." Optics for

Artsy-Architecture, and 'Archaeology V.
Vol..952 7. International Society for

 Quality of clustering based on coefficients'is improved by
proper calibration

09/09/18 30V 2018 TUTORIAL: METHODS FOR PHOTOGRAPHIC RADIOMETRY, MODELING OF LIGHT TRANSPORT AND MATERIAL APPEARANCE

o/



SPECULARITY BASED FEATURES

e Appearance profile array tools allow both direct visualization
and model fitting (currently PS, PTM, modified PTM)

e We assume that fitted models represent the matte component
of the material

e We could estimate local specularity dependent parameters to

give useful visual hints. We computed

* Integral of absolute deviations from PS/PTM models Lambertian
Outliers map

* Percentage of sampled directions where the deviations from model
is above a threshold (Outlier directions map)

Approximately evaluating the specular intensity
and width of the specular peak of the AP




SPECULARITY-DEPENDENT MAPS

e LD and OD Maps
estimated on visible
and IR acquisitions
of the painting. A
particular golden
pigment is clearly
distinguished

e Preliminary tests
seem to suggest
potential use of
these features
(multifrequency)
for material
segmentation




WRAP UP

e MLIC can be acquired easily with low cost setups
* Simple domes, light rings, handheld lights+cameras, or just two
smartphones
e Several practical applications (excluding BRDF measurement)

are based on them
* Relightable images, enhanced rendering

* Photometric stereo
* Material segmentation

* Image acquisition quality and calibration are critical
 But not sufficiently addressed in the literature

e Neural networks seem the future trend here too
* but still not widely used in practical applications



USEFUL TOOLS

* CHI website
* http://culturalheritageimaging.org/Technologies/RTI/

 Qur tools:
* http://www.andreagiachetti.it/rtitools

* Federico Ponchio’s relight:
o http://relight.duckdns.org/

e Scan4Reco project
* http://www.scan4reco.eu/



http://relight.duckdns.org/

QUESTIONS?
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